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Modulation Spectroscopy
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ABSTRACT: USP <1207.1> Section 3.5 states that “A deterministic leak test method having the ability to detect
leaks at the product’s maximum allowable leakage limit is preferred when establishing the inherent integrity of a
container-closure system.” Ideally, container closure integrity of parenteral packaging would be evaluated by
measuring a physical property that is sensitive to the presence of any package defect that breaches package integrity
by increasing its leakage above its maximum allowable leakage limit. The primary goals of the work presented herein
were to demonstrate the viability of the nondestructive, deterministic method known as laser-based gas headspace
analysis for evaluating container closure integrity and to provide a physical model for predicting leak rates for a
variety of container volumes, headspace conditions, and defect sizes. The results demonstrate that laser-based
headspace analysis provides sensitive, accurate, and reproducible measurements of the gas ingress into glass
vial-stopper package assemblies that are under either diffusive or effusive leak conditions. Two different types of
positive controls were examined. First, laser-drilled micro-holes in thin metal disks that were crimped on top of 15R
glass vials served as positive controls with a well-characterized defect geometry. For these, a strong correlation was
observed between the measured ingress parameter and the size of the defect for both diffusive and effusive conditions.
Second, laser-drilled holes in the wall of glass vials served as controls that more closely simulate real-world defects.
Due to their complex defect geometries, their diffusive and effusive ingress parameters did not necessarily correlate;
this is an important observation that has significant implications for standardizing the characterization of container
defects. Regardless, laser-based headspace analysis could readily differentiate positive and negative controls for all
leak conditions, and the results provide a guide for method development of container closure integrity tests.

KEYWORDS: Container closure integrity, USP 39 Chapter <1207>, USP 1207, Sterility, Gas leak rate, Gas ingress,
Headspace analysis, Frequency modulation spectroscopy.

LAY ABSTRACT: The new USP 39 <1207>, “Package Integrity Evaluation—Sterile Products”, states in section
3.4.1: “tracer gas tests performed using ... laser-based gas headspace analysis [have] been shown to be sensitive
enough to quantitatively analyze leakage through the smallest leak paths found to pose the smallest chance of liquid
leakage or microbial ingress in rigid packaging.” In addition, USP <1207> also states that “for such methods, the
limit of detection can be mathematically predicted on the basis of gas flow kinetics.” Using the above statements as
a foundation, this paper presents a theoretical basis for predicting the gas ingress through well-defined defects in
product vials sealed under a variety of headspace conditions. These calculated predictions were experimentally
validated by comparing them to measurements of changes in the headspace oxygen content or total pressure for
several different positive controls using laser-based headspace analysis. The results demonstrated that laser-based
headspace analysis can, by readily differentiating between negative controls and positive controls with a range of
defect sizes on the micron scale, be used to assess container closure integrity. The work also demontrated that caution
must be used when attempting to correlate a leak rate to an idealized defect-size parameter.
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Introduction

One of the primary purposes of parenteral packaging
is to maintain the sterility of the pharmaceutical prod-
uct. However, package integrity is not defined as the
absence of microbial or liquid ingress or product ste-
rility. Instead, it is a more stringent definition. Pack-
age integrity is the absence of package defects that
could risk product quality by allowing contaminant
ingress and/or product loss, recognizing that microbial
ingress is inherently a probabilistic event.

The recent updates to USP <1207> include descrip-
tions of several deterministic analytical methods that
provide for more quantitative analysis of package in-
tegrity (1). USP <1207.1> Section 3.5 states that “A
deterministic leak test method having the ability to
detect leaks at the product’s maximum allowable
leakage limit [MALL] is preferred when establish-
ing the inherent integrity of a container-closure
system.” Another key aspect of the updated USP
chapter is that validation of deterministic leak test
methods to detect a critical leak does not require a
correlation to microbial ingress, an inherently probablis-
tic test method.

By definition, a deterministic leak test method mea-
sures a physicochemical property that is sensitive to
the presence of any defect (or leak path) that breaches
package integrity—also known as container closure
integrity (CCI)—and, thereby, generates the potential
for leakage. Leakage, in turn, is defined as a measure
of the rate of flow (mass or volume units) that passes
through a leak path under specified temperature and
pressure conditions. Generally speaking, the smallest
leaks allow only gas flow, while larger leaks also
allow liquid flow and even larger leaks may also allow
microbial ingress.

Gas flow that occurs in the absence of a total pressure
gradient is defined as diffusive; flow that occurs in the
presence of a total pressure gradient is defined as
effusive. Because these two flow types are driven by
different physical forces, the flow rates associated
with them are very different for a given leak path.
Diffusive flow can be visualized as a mixing of two
gas reservoirs of equal pressure but different concen-
trations separated by an open channel; leaks occurring
in a container that is packaged with a 1 atm headspace
represents an example. Effusive flow can be visualized
as forced movement of gas from a high-pressure re-
gion to a low-pressure region; atmospheric air passing
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through a defect into a lyophilized product stoppered
under vacuum represents an example. Permeation, in
contrast, represents the flow of gas through the mate-
rial itself and is a function of both the physical prop-
erties of the gas molecule and the material it passes
through.

All packages have inherent leak rates, even if well-
assembled with no defects. For sterile product pack-
ages these leaks occur via physical paths between the
mechanically fitted components or the physicochemi-
cally bonded glass or plastic materials. For the pur-
poses of this discussion and to be consistent with USP
<1207> we will not define permeation through the
polymeric components and glass as a leak. Leakages
greater than the inherent ingress rate can occur if the
package is poorly assembled and/or there are compo-
nent defects.

The critical leak rate is the MALL, above which either
the microbiological or physicochemical quality of the
product is put at risk (2). The MALL for a particular
product-package system is established by evaluating
the risk profile of the product with respect to contam-
inant (e.g., microbial, oxygen) ingress. If a package
leaks at a rate above the MALL, then the product is at
risk for loss of sterility and/or required physicochem-
ical quality specifications (e.g., potency).

Over the past three decades, a number of investigators
have developed different methodologies with the goal
of determining the critical leak rate, or MALL, above
which the probability of microbial ingress poses an
unacceptable risk. These works are associated with
specific packaging, defect types, and microbial loads
(3). These initial efforts correlated microbial ingress
with both liquid and gas flow through a wide variety of
defect models, from compression seals (4, 5), to mi-
cropipettes inserted through a vial glass wall (6-8), to
microtubes inserted through stoppers (9, 10), to metal
discs with a micro-hole and a thin wire inserted be-
tween the stopper and vial (11). This large body of
work by these different investigators demonstrated
that microbial ingress requires liquid flow and that
liquid flow can only occur if gas ingress can occur
through the defect. Further, the probability of micro-
bial ingress is proportional to both the defect geometry
and the microbial loading. Under extremely high mi-
crobial loads (6—38), the risk of microbial ingress was
determined to be <0.10 at an effusive helium leak rate
between 10~5% and 10~ >*® std cm?/s, corresponding to
a defect diameter of 0.2 to 0.3 wm. However, under an
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aerosolized bacterial challenge—a microbial load
more likely to be found during shelf-life storage of
sterile products—the microbial ingress limit was es-
tablished as being 2 pm (10), corresponding to an
effusive helium leak rate of roughly 10! std cm?¥/s
(6). These results suggested, therefore, that instead of
trying to quantify the probabilistic microbial ingress
event, the research should focus on evaluating the
ability of a leak test to detect defects that could allow
microbial contamination through the use of physical
and deterministic methods that can detect specific
defect sizes and gas flow rates.

With this in mind, Guazzo and coworkers followed up
on previous work using a vacuum decay method (12)
to develop and validate a CCI test for glass syringes
(13) and lyophilized products in vial/stopper pack-
aging (14). For each package assembly, the tech-
nique is optimized for a targeted limit of detection
(LOD) that is dependent upon many factors, includ-
ing the volatility of the package materials, package
flexibility, the instrument used, test time allotted,
and the package size. Typically, a LOD of 2-5 pm
defect diameter can be achieved using a lab-scale
instrument.

Along a similar vein, Li and coworkers developed a
mass extraction system to evaluate CCI for a variety of
container closure systems (15). Employing micropi-
pettes, laser-drilled holes, and thin wires to generate
defects with various morphologies, they demonstrated
that their mass extraction system was able to reliably
and robustly differentiate between negative controls
and postive controls with 2 wm defects.

At this point, it is important to note that the gas leak
rate correlations done by both the Kirsch and Morrical
teams have the fundamental restriction that their he-
lium leak rates were measured at a constant 1 atm
pressure differential. Similarly, both the vacuum de-
cay leak test used by the Guazzo team and the mass
extraction system used by the Li team also involved
applying a 1 atm pressure differential across the vial
package at the time of measurement. Though vacuum
decay leak tests can be designed to use pressure dif-
ferentials of less than 1 atm, both of these methodol-
ogies require a total pressure differential and, there-
fore, create effusive flow conditions. Yet this applied
constant total pressure differential does not represent
the conditions that pharmaceutical products typically
endure. Instead, many are packaged with headspace
pressures such that diffusive flow will represent the
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primary ingress mode for gas leaks caused by defects.
Regardless, because the physical forces behind effu-
sive and diffusive flow are very different, the gas
ingress rates associated with effusive flow condi-
tions can be used to determine that a defect exists
but cannot be used to predict the gas ingress rate
associated with the typical storage condition of the
package assembly.

In other words, caution must be used when character-
izing a package defect by a particular leak rate or
idealized defect geometry because that leak rate is
very dependent upon both (1) the differential pressure
between the interior and exterior of the package and
(2) the complexity of the defect geometry itself. Fur-
thermore, a distinction should be made between mea-
suring the natural leak rate of a package under typical
storage conditions versus the detection of a leak defect
by the artificial application of a pressure differential
to increase the gas flow through the defect. The
choice of measurement approach depends on
the objective of the measurement: (1) determining
the fundamental barrier characteristics of the pack-
age, or (2) identifying the defective containers from
integral ones. These two objectives could require
different test methods.

Regardless of the objective or method conditions, the
accumulated gas flow into or out of the headspace for
a parenteral package can be readily determined via the
nondestructive deterministic method known as laser-
based gas headspace analysis. Headspace gas analyz-
ers employ tunable diode laser absorption spectros-
copy (TDLAS) to provide rapid and noninvasive gas
analysis of the headspace within sealed containers
(3, 16—19). This optical technique can measure a num-
ber of physical parameters within the headspace of a
container, including specific gas number density and
total headspace pressure. By observing over time the
change in the physical properties of the headspace, the
gas ingress rate can be quantified; by increasing
the time between the initial and final measurements,
there is no lower limit to the ingress rate that can be
measured.

The laser-based headspace analysis methodology pro-
vides the unique advantage of measuring the gas in-
gress rate for a pharmaceutical container under its
nominal storage conditions, regardless of whether it
is packaged at full vacuum (some lyophilized blood
products), partial vacuum (most other lyophilized
products), or no vacuum (some lyophilized and most
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liquid products). Furthermore, by simply measuring
the change in the headspace content caused by gas
ingress, this avoids attempting to correlate ingress
rates obtained under specific pressure gradients with
complex defect geometries.

The goal of the work presented herein was fourfold.
First, demonstrate that the deterministic method
known as laser-based gas headspace analysis provides
sensitive, accurate, and reproducible measurements of
the gas ingress into glass vial-stopper package assem-
blies. Second, demonstrate that the measured gas in-
gress, under both diffusive and effusive conditions, is
correlated with the cross-sectional area of the defect.
Third, demonstrate that the correlation between the
diffusive and effusive ingress for a particular defect
depends upon geometric details beyond just its cross-
sectional area. Fourth, validate that mathematical
models, based upon gas and fluid flow dynamics, can
accurately predict the time-dependent rate of gas in-
gress under either diffusive or effusive conditions.
These mathematical models are particularly useful for
predicting leak rates for a wide range of package
types, packaging conditions, and defect types as part
of developing leak detection strategies. As part of this
effort, two different vial assemblies were used to
simulate package defects. Glass vials that were sealed
with crimped metal discs that had laser-drilled micro-
holes were used as defect standards with a well-de-
fined geometry. Glass vials that were sealed with a
traditional crimped stopper, but that had laser-drilled
defects in their glass wall, represented packages with
defects that have complex geometries that more
closely mimic those that occur during production and
processing. Taken together, these results provide a
foundation for guiding method development and val-
idation for CCI test methods using laser-based head-
space analysis.

Materials and Methods

Glass Vials Capped with Metal Disc That Has a
Micro-Hole

Materials: All of the glass vials used during this part
of the study were ISO 15R Schott clear Type 1 tubing
glass vials (Adelphi; Part# VCDINI5R) with a total
headspace volume of 18.8 mL. Multipurpose Buna-N
O-rings with a 14 mm ID and a 3.5 mm diameter
thickness (McMaster-Carr; Part# 9262K786) were
used to provide the seal between the metal disc (de-
scribed below) and the glass vial. The aluminum crimp-
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ing caps used were West 20 mm “TruEdge” flip-off seals
(Adelphi; Part#FOT20W).

The metal discs, purchased from Potomac Photonics
(Baltimore, MD), were nominally 19 mm in diameter,
with a tolerance of =50 pm, 50.0 pm (0.002 in) in
thickness, and were fabricated from tantalum. Ten
discs were obtained for each of three micro-hole sizes
(5, 10, and 15 pm in diameter). As stated in the
accompanying Certificate of Conformance, the toler-
ance for each of the micro-holes was =2 pm. An
additional 10 discs were obtained with no holes to
serve as the negative controls.

Potomac Photonics optically measured the actual mi-
cro-hole diameter in each of the metal discs by com-
bining a 50X objective and a 10X eye piece on a
Nikon microscope to achieve a 500X total magnifica-
tion. The measurements were made through the mi-
croscope using the calibrated stages on a Quadra-Chek
200 system that is attached to the microscope. With
this configuration, the measurements of the micro-hole
diameter have a 0.1 pm resolution. The microscope
and stages are calibrated yearly using a Max Levy
NIST-traceable standard as part of their ISO 9001
procedures. Images for each disc with a micro-hole
were acquired from a camera attached to the micro-
scope, examples of which are displayed in Figure 1.
The measured diameters for the micro-holes are listed
in Table IV.

Sample Preparation—Diffusion Experiments: Ten
sample vials were assembled for each defect size. The
positive control samples were all purged with nitrogen
to 0% oxygen and diffusion of oxygen through the
defects was measured as a function of time. Each
laser-drilled metal disc, uniquely identified, was
placed on the inside of an upturned aluminum crimp-
ing cap. A light coating of vacuum grease was applied
to a Buna-N O-ring and inserted into the crimping cap,
pinning the metal disc. These crimp cap assemblies
and their corresponding glass vials were placed inside
a glove box (CleaTech; Model# 2200-2-A) that was
then sealed and purged with dry nitrogen gas to re-
move all oxygen. After placing a crimp cap assembly
on its corresponding sample vial, the plastic flip-off
cap was removed before sealing the vial with a hand-
held crimper (Kebby Industries; Part# 20002-00-
C04A). The flip-off cap was removed so that the
micro-hole in the metal disc was directly exposed to
the ambient air when the samples were removed from
the glove box. Furthermore, because it was observed
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Figure 1

(A) A schematic of the assembly of the model stan-
dards fabricated with a metal disc. Images at 500 X
magnification of tantalum metal discs that were
laser-drilled by Potomac Photonics to create a (B) 5
pm, (C) 10 pm, or (D) 15 wm hole.

that the crimping can generate a slight circular inden-
tation at the center of the metal disc by compressing
the underside of the flip cap base onto it, the crimping
was done after removing the flip cap. As schematically
illustrated in Figure 1.A, the compression of the
crimping created the seal between the metal disc and
the glass vial via the Buna-N O-ring.

To provide the zero time point, headspace oxygen
measurements were made immediately upon removing
the sample vials from the glove box. Between measure-
ments, the vial samples were stored in ambient air at
room temperature. Using a variable schedule that was
dependent upon the ingress rate, each sample was then
repeatedly measured until its headspace content con-
tained greater than 75% of ambient atmospheric oxygen.

For the replicate measurement sets for each of the three
micro-hole groups, the 10 sample vials for a particular
group were placed inside a custom pressure bucket. After
a vacuum was applied to induce effusive egress of the
vial headspace gas through the micro-hole and create a
vacuum inside the vial, dry nitrogen at 1 atm absolute
was then slowly introduced into the pressure bucket so
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that the sample vials were refilled with 1 atm of pure
nitrogen for additional diffusive measurements.

Sample Preparation—Effusion Experiments: For
the effusion measurements, the same vial assemblies
as fabricated for the diffusive measurements were
again used to facilitate comparisons to the diffusive
results. Each individual vial was placed in the sample
chamber of a Lighthouse FMS-1400 headspace pres-
sure analyzer and reiterative measurements were ac-
quired at a one/min rate. A vacuum pump (CPS Prod-
ucts; Model# VPC2SU) assembly, terminating in a
silicon vacuum cup (McMaster-Carr; Cat# 3766A77),
was used to evacuate the air inside the vial through the
micro-hole on the metal disc. Once the total pressure
inside the sample vial reached about 10 torr, the pump
assembly was removed and the increase in the total
pressure of the vial headspace was recorded until it
reached ambient atmospheric pressure.

Stoppered Glass Vials with Laser-Drilled Holes

Materials: All of the glass vials used during this part
of the study were ISO 15R Schott clear Type 1 tubing
glass vials (Adelphi; Part# VCDINI5R) with a total
headspace volume of 18.8 mL. The stoppers used for
the controls, Potomac and Oxford sample sets (see
below) were 20 mm West “igloo” lyo stoppers fabri-
cated from 4023.50 gray bromobutyl rubber (Adelphi;
Part# FDW20RtS). The stoppers used for the Lenox
sample set were 20 mm two-leg stoppers fabricated
from gray bromobutyl rubber from internal lab stock.
The aluminum crimping caps used were West 20 mm
TruEdge flip-off seals (Adelphi; Part#FOT20W).

The glass vials were shipped to three different com-
panies (Lenox Laser, Potomac Photonics and Oxford
Lasers) to create laser-drilled holes that would serve
as positive controls (see Table I). The Lenox Laser
(Glen Arm, MD; www.lenoxlaser.com) sample set
consisted of 18 laser-drilled vials with nominal defect
diameters of 2 pm (five vials), 5 wm (four vials), 10
pm (four vials), and 15 wm (five vials), each with a
tolerance of =1 pm. A Certificate of Calibration that
is issued with each laser-drilled vial reports both a
flow effective diameter and an effusive calibrated flow
rate. These two parameters are obtained by using a
standardized flow calibration apparatus that measures,
as a function of time, the volume of air that passes
through the defect when a 1 atm pressure gradient is
applied across it.
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TABLE 1
Summary of Laser-Drilled Vials

Nominal Defect Tolerance Quantity of Defect Size
Manufacturer Diameter (pm) (nm) Each Defect Determination
Lenox 2,5,10, 15 +1 4-5 Mass flow rate
Potomac 5,10, 15 +2 10 Optical measurement
Oxford 5 *2 11 Optical measurement
The Potomac Photonics (Baltimore, MD; www. ments, the vial samples were stored in ambient air at

potomac-laser.com) sample set consisted of 30 laser-
drilled glass vials with nominal defect diameters of
5 pm (10 vials), 10 wm (10 vials), and 15 pm (10
vials), each with a tolerance of *2 wm. Rather than
perform a flow rate test on each vial, Potomac asso-
ciates a defect size with the specific parameters of the
laser-drilling protocol (e.g., laser power). This associ-
ation is determined by laser-drilling into test vials that
are then cut in half so that the defect on the inside
glass surface can be optically measured.

The Oxford Lasers (Didcot, Oxfordshire, UK; www.
oxfordlasers.com) sample set consisted of 11 laser-
drilled glass vials with nominal defect diameters of
5 pm with a tolerance of =2 pm. Oxford employs an
optical measurement technique similar to the Potomac
method to determine laser settings that will generate
defects of a particular size.

Sample Preparation: Positive and negative controls
were prepared by first purging the vials with dry
nitrogen gas to remove all oxygen and then stop-
pering and crimp-sealing them. Laser-drilled defects
were covered with a rubber septum to minimize any
diffusion prior to measurements being made. The septum
mask was then removed from each sample shortly before
its first measurement, acquired as described in the FMS
Headspace Analysis section below. Between measure-

room temperature. Using a variable schedule that was
dependent upon the ingress rate, each sample was then
repeatedly measured until its headspace content con-
tained greater than 75% of ambient atmospheric oxygen.

FMS Headspace Analysis

Headspace Oxygen Measurements: Headspace oxy-
gen measurements were performed using a validated
Lighthouse Instruments FMS-760 Headspace Oxygen
Analyzer (Lighthouse Instruments; Charlottesville,
VA, USA). The measurements presented in this study
were acquired following standard operating procedures
developed by Lighthouse Instruments. Briefly, the instru-
ment was turned on and allowed to warm up for at least
30 min with a nitrogen purge rate of 4 standard L/min
prior to the measurement session. Calibration was then
performed using flame-sealed 20% and 0% oxygen stan-
dards that were fabricated with National Institute of
Standards and Technology (NIST) traceable gas mix-
tures by Lighthouse Instruments.

Prior to each measurement session, siX oxygen stan-
dards with known oxygen concentrations were each
measured to verify the instrument calibration and
performance (see Table II and Figure 2.A). These
oxygen standards were also fabricated with NIST-

TABLE 11
Representative Calibration Results Based upon 10 Measurements of Each Standard
Standard Actual Mean Measured Error Standard Minimum | Maximum
Label Oxygen (% atm) | Oxygen (% atm) | (% atm) | Deviation (% atm) | (% atm) (% atm)

LH-15R-1A 0.000 0.03 0.03 0.04 —0.02 0.09
LH-15R-1B 1.005 1.05 0.05 0.04 1.01 1.11
LH-15R-1C 2.002 2.07 0.07 0.03 2.01 2.12
LH-15R-1D 3.998 3.95 —0.05 0.04 3.89 4.02
LH-15R-1E 8.002 7.96 —0.04 0.04 7.91 8.05
LH-15R-1F 20.000 20.02 0.02 0.04 19.94 20.10
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(A) Plot of measured oxygen concentration versus actual oxygen concentration for the Lighthouse oxygen
standards listed in Table II. A linear fit of the data confirms the linearity of the system response over oxygen
concentrations ranging from 0% to 20% atm (linear fit coefficient R? > 0.999). (B) Plot of measured total
pressure versus actual total pressure for the Lighthouse pressure standards listed in Table III. Linear fits of
the pressure and moisture data confirm the linearity of the system response over total pressures ranging from

0 to 700 torr (linear fit coefficient R* > 0.999).

traceable gas mixtures at Lighthouse Instruments
from the same 15R vial format as was used for all
the samples presented herein. Based upon the abso-
lute value of the measurement error (the difference
between the known and measured values, or mea-
surement accuracy) and the measurement precision
(the standard deviation of multiple measurements
for each standard), the headspace oxygen concen-
tration measurement uncertainty is established; for
the 15R vial format, the oxygen concentration mea-
surement uncertainty was typically about *0.2%
and *0.3% atm after acquiring, respectively, ten
and five replicate measurements.

For the measurements presented herein, the oxygen
concentration was measured 10 consecutive times for
each sample at each time point for the metal disc
standards and five consecutive times for the laser-
drilled controls, with the mean being taken as the
representative measurement value for that sample at
that time point.

Headspace Pressure Measurements: Headspace pres-
sure measurements were performed using a validated
Lighthouse Instruments FMS-1400 Headspace Mois-
ture/Pressure Analyzer. The measurements presented
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in this study were acquired following standard oper-
ating procedures as detailed by Lighthouse Instru-
ments. Briefly, the instrument was turned on and al-
lowed to warm up, with a nitrogen purge of at least 1
standard L/min, for at least 30 min prior to the mea-
surement session. Calibration was then performed
with known pressure standards manufactured by
Lighthouse Instruments.

Prior to sample analysis, eight pressure standards at
known total pressures were each measured 10 consec-
utive times to verify performance of the instrument
(see Table III and Figure 2.B). These pressure stan-
dards were also fabricated with NIST-traceable gas
mixtures at Lighthouse Instruments from the same
15R vial format as was used for all the samples pre-
sented herein. Based upon the absolute value of the
measurement error (the difference between the known
and measured value, or measurement accuracy) and
the measurement precision (the standard deviation of
multiple measurements for each standard), the head-
space total pressure measurement uncertainty is estab-
lished; for the 15R vial formats used in this study, the
total pressure measurement uncertainty was typically
determined as the larger of either £5 torr absolute or
*5% of the measured value.
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TABLE III

Representative Calibration Results Based upon 10 Measurements of Each Standard
Standard Actual Mean Measured Error Standard Minimum Maximum

Label Pressure (torr) Pressure (torr) (torr) Deviation (torr) (torr) (torr)

LH-15-2C 2.1 5.5 34 0.04 5.5 5.6
LH-15-2D 45.1 42.5 —-2.6 0.02 424 42.5
LH-15-2E 90.6 85.7 —4.9 0.03 85.7 85.8
LH-15-2F 190.1 186.9 —-3.2 0.09 186.7 187.1
LH-15-2G 380.7 383.6 2.9 0.14 383.5 383.9
LH-15-2H 490.7 499.8 9.1 0.08 499.7 499.9
LH-15-21 601.0 612.5 11.5 0.18 612.3 612.9
LH-15-2] 700.5 714.6 14.1 0.14 714.4 714.8

For the effusion measurements, the FMS-1400 instru-
ment acquired data in the reiterative mode that was set
to take a measurement once every 1 or 2 min, depend-
ing upon the time scale of the experiment defined by
the nominal defect diameter.

Theoretical Background
Diffusion

Molecular gas ingress into a container via diffusion
occurs when the total pressure difference between the
outside and inside of the container is zero, but the
partial pressure (i.e., concentration) of the diffusing
molecule is different. Furthermore, it is assumed that
(1) the length of the defect is greater than the effective
diameter of the defect and (2) the diameter of the
defect is greater than the mean free path of the gas
molecules at the defect.

Fick’s first law relates the diffusive flux J [molecules/
m?/s] to the concentration under the assumption of
steady-state conditions. It postulates that the flux goes
from regions of high concentration to regions of low
concentration, with a magnitude that is proportional to
the concentration gradient (spatial derivative):

J=—DVn (1

where D (cm?/s) represents the diffusion coefficient
and n represents the molar concentration (mol/m?).
Consider the situation of diffusion into a container of
volume V along one direction through a defect hole
with a cross-sectional area of A, in the container wall.
Oriented such that the wall thickness is along the z
axis and using eq 1, the number of molecules N of
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species i that pass through the hole can be expressed
as:

aN,._J s DAan,._ D-A, 0N,
a0 %97 V 9z

@)

Using the ideal gas law, eq 2 can be expressed in terms
of pressure as follows:

aP; (1) B DA, 0Pz, 1)
a Vo az

3)

where P, ,(¢) represents the partial pressure of species
i inside the container and P,(z, 7) represents the partial
pressure of species i along the z axis. If the partial
pressure of species i changes linearly from the ambient
outside partial pressure P, ,,, to the partial pressure of
species i inside the container P; ,,(¢), then:

P; P o — Pis

d é(Zz,t) _ Piow . iin1) @
where L represents the length of the defect. Note
that the length of the defect may be signicantly
different from the thickness of the container wall;
defects typically will have uneven geometries, with
the narrowest region representing the rate-limiting
section. Inserting eq 4 into eq 3 and then integrating
gives the following:

1 Pi?()ut - Piiin AO
=P U PVeL ©)

i_out

where P, ;,; represents the initial partial pressure of
species i (P, ;,; = P, ;,(0)).
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For experimental conditions such that the initial con-
tainer headspace has no oxygen (P, ,;, = 0) and the
outside environment is nominal air (i.e., oxygen con-
tent of P, ,,, = 20.9%), this expression can be rewrit-
ten in terms of the percent of oxygen as:

Pm’ygen(t)
%O0xygen(t) = - 20.9%
total_out
_ _ Qo
[1 exp( v tﬂ (6)
with
cm®] D-A,

A @

where P,,,..,(t) represents the partial pressure of oxy-
gen inside the container at time ¢, P, ., represents
the total pressure of the ambient atmosphere, and o,
represents the diffusion parameter.

For an ideal gas, the diffusion coefficient D can be
calculated from the mean free path and average veloc-
ity associated with the Maxwell-Boltzmann distribu-
tion and obeys the following pressure and temperature
dependency:

32
D x P (8)

where T and P represent, respectively, the absolute
temperature and total pressure of the system (20, 21).
For oxygen diffusing through air at standard temper-
ature and pressure conditions (T = 295 K and P = 1
atm), D = 0.21 cm?/s (20, 21).

Effusion

Effusive flow occurs when there is a total pressure
difference as well as a partial pressure difference
between the outside and inside of a container. The
mathematical description of effusive flow is complex
and highly dependent upon the total pressure of the
effusant. Using kinetic theory and treating the effusant
as hard spheres, the pressure of a molecule can be
related to a mean free path N\ (or distance a molecule
travels before it collides with another molecule):

\ 1 kT
B \,51T'd2'n_ \/ETr'dz'P

€))
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where d represents the diameter of the molecule, n
again represents its concentration (mol/m?), and k; is
the Boltzmann constant. For gaseous air at room tem-
perature, the mean free path can be expressed simply
as:

54.5
AMpm] = m (10)

where an effective cross-section diameter of d =
3.57 X 107'%m is used for air.

For conditions in which the mean free path of the
effusant is greater than the effective diameter of the
defect (e.g., products packaged under deep vacuum),
molecular kinetics can be used to model the flow rate;
this regime is typically referred to as molecular flow,
or Knudsen flow. Using kinetic theory to calculate the
normalized collision rate of a molecule against a de-
fect with a cross-sectional area A, the total headspace
pressure change can be expressed as follows:

Q
Pmml(t) = (760 torr) ) |:1 - CXP(_‘]ZF l)]

with

em*] RT
| | T A\2mm (b

where o, represents the gas effusion parameter due to
molecular flow, V represents the container volume, R
represents the ideal gas constant, and M represents the
molar mass (g/mol) of the effusing molecule (19). By
setting the mean free path equal to a defect diameter of
1 pm, eq 10 reveals that the maximum pressure for the
molecular flow regime corresponds to a total pressure
of about 50 torr (0.06 atm) for air at room temperature.
This suggests that at room temperature, effusive flow
can be modeled with a simple exponential only when
the total pressure is below 50 torr.

When the mean free path of the effusant is much less
than the characteristic dimension of the defect, as it is
for pharmaceutical packages stoppered at pressures
above ~100 torr with micron-sized or larger defects,
fluid dynamics must be applied to model the flow rate.
Traditionally, laminar flow of a compressible fluid
through a capillary of length L and radius r has been
used to model this regime, with the Hagen-Poiseuille
equation providing the solution for the volumetric
flow rate ® (22, 23):
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wrt

®[Pa - m’/s] = T6nL

(Plz - Pzz) (12)

where m represents the dynamic viscosity [Pa * s] of
the fluid (or gas), P, represents the upstream (inlet)
pressure, and P, represents the downstream (outlet)
pressure. To determine the behavior of the pressure as
a function of time for the conditions in which gas is
ingressing into a container of volume V, eq 12 can be
expressed as follows:

rt

d
® = 4 PO V) =15 (P —PO)  (13)

where P, represents the constant ambient atmospheric
pressure and P(7) represents the changing pressure on
the inside of the container. Assuming a constant
volume for the container and that the initial pressure

inside the container at + = 0 is 0, eq 13 can be
expressed as:
\% 1oL (" it = td 14
) ey |4 (19
Pini 0

Treating the dynamic viscosity, m, of the ingressing
gas as a constant under these conditions (24), then a
closed solution to eq 14 can be found:

art P, gy
P =P, tanh [ Vt] =P, tanh[v t]

16mL
(15)

Cm3 _ '7Tr4
% 5| T TenL P, (16)

where gz, represents the effusion parameter of the gas
ingressing into the container.

Results and Discussion

The primary goal of this work was to demonstrate the
viability of laser-based gas headspace analysis as a
means of evaluating CCI and to provide a physical
model for predicting leak rates for a variety of con-
tainer volumes, headspace conditions, and defect sizes.
To do this, two different types of positive controls
were examined under both diffusive and effusive con-
ditions. The first set of positive controls was fabricated
by sealing intact glass vials with metal discs that
contained micro-holes (see the Materials and Methods
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section). The defect geometry associated with the mi-
cro-holes drilled into a thin metal disc is relatively
uniform (i.e., circular) with small tolerances and, thus,
more easily modeled. The representative images dis-
played in Figure 1 support this supposition. Establish-
ing that these positive controls have relatively ideal-
ized defects is of paramount importance in both (1)
subsequently evaluating the fundamental sensitivity,
accuracy, and reproducibility of the analysis technique
itself and (2) verifying the validity of the mathemati-
cal models used to predict the time-dependent leak
rates.

Diffusive Flow-Through Defects

Figure 3 displays representative examples of three
positive controls and a negative control for sample
vials sealed with a 50 pm thick metal disc. Each metal
disc for the three sets of positive controls contains a
laser-drilled micro-hole of either 5, 10, or 15 pm. As
described in full in the Materials and Methods section,
each vial was flushed with dry nitrogen and stoppered
with 0% oxygen at 1 atm of total pressure. The graph
shows the change of the measured concentration of
oxygen found in the vial headspace as a function of
time (days), with the initial vial headspace pressure
matching the ambient atmosphere. The data show
clearly that the diffusive rate of oxygen ingress into
the vial headspace is dependent upon the size of the
defect (i.e., the micro-hole diameter). To describe the
ingress behavior for a particular vial with a single
parameter, the physical model of the ingress process
can be used to define the diffusion parameter, oy
Applying the diffusion model as presented in eq 6, the
resulting least-squares fits are overlaid on top of the
data in Figure 3 as solid lines and clearly demonstrate
that the change of oxygen in the vial headspace is a
natural exponential function of time. These ingress
parameters and their associated coefficient of determi-
nation (RSQ) are listed in Table IV.

Figure 4 contains a summary of the calculated diffu-
sion parameter oy, as determined from measuring the
headspace oxygen partial pressure of the sample vials
capped with the metal disc. Each data point represents
the measured diffusion parameter for a different metal
disc. The diffusion parameters, oy, are plotted as a
function of the idealized (i.e., assumes defect is a
perfect circle) defect area that is calculated from the
diameter measured by the manufacturer via an inde-
pendent optical technique (see the Materials and
Methods section). The data for the first set of mea-
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Figure 3

The change in the headspace oxygen content for representative examples of three positive controls and a
negative control for sample vials sealed with a 50 pum thick metal disc. The results were obtained under
diffusive pressure conditions and the metal discs for the positive controls contain a laser-drilled micro-hole of
5, 10, or 15 pm. The graph displays the change of the partial pressure of oxygen found in the vial headspace
as a function of time. The least-squares curvefit of the data, based upon eq 6, is illustrated by the corresponding
solid line; the exponential coefficient of the fit represents the gas ingress paratmeter, oy

surements of the positive controls are contained in
Table IV.

There are three main items to note from these results
for the model vials capped with a metal disc. First,
there is a strong correlation between the diffusion
parameter o, and the idealized defect area associated
with the micro-hole in the metal disc. Second, as
illustrated by the linearity of the fits (see Table 1V),
the FMS oxygen measurements are very precise and
robust. Recall that the data points in each ingress
curve (see Figure 3) represent measurements that were
each acquired (1) with a different instrument calibra-
tion and (2) were spread over multiple days.

Third, as seen by the replicate measurements that are
displayed in Figure 4, the observed diffusion param-
eters are very reproducible. To assess the reproduc-
ibility of the measurement, the diffusion parameter
determined from the first measurement set was treated
as the internal reference point for each vial; a diffusion
parameter error can then be assigned to each subse-
quent set of replicant measurements acquired for a
given vial. Treating all the positive controls capped
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with a metal disc as a single group, the calculated
diffusive parameter error for the replicate measure-
ments had a mean of 6.0 X 10°% = 1.2 X 107°
(cm¥/s). With the mean being close to zero, it suggests
that the experimental protocol of subjecting the metal
discs to a ~1 atm pressure differential to refill the
vials with 1 atm of pure nitrogen for the subsequent
replicate diffusion measurements did not significantly
alter the structure of the laser-drilled micro-hole. The
standard deviation of 1.2 X 10~ cm?/s indicates that
the diffusion parameters calculated from the replicate
measurements varied less than 6.5% for the 5 pwm
positive controls and less than 2% for the 10 and 15
pm positive controls.

Figure 4 also displays diagonals representing the de-
pendency of the theoretical ingress parameter on the
defect length as a function of defect area (see eq 7).
The fact that the experimentally observed diffusion
parameters ap,; do not lie along the straight line
corresponding to the idealized 50 pwm hole length
(recall that the metal discs had a thickness of ap-
proximately 50 wm) suggests that effects generated
by the defect edges have a significant impact on the
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TABLE IV

Summary of Parameters Associated with the Model Sample Vials Sealed with a Metal Disc Containing a

Laser-Drilled Micro-Hole

Defect Diffusive Flow Effusive Flow
Measured Idealized Diffusion Effusion
Sample Diameter Area Parameter Parameter
Vial (pm) (pm?) (cm?*/s) RSQ# (cm¥/s) RSQi

PMD_05-01 5.5 23.76 2.51E-05 0.99951 4.94E-03 0.99356
PMD_05-02 4.9 18.86 2.31E-05 0.99969 3.91E-03 0.99425
PMD_05-03 5.6 24.63 2.58E-05 0.99958 2.23E-03 0.99329
PMD_05-04 6.6 34.21 3.14E-05 0.99925 8.35E-03 0.99351
PMD_05-05 6.7 35.26 2.29E-05 0.99982 5.47E-03 0.99626
PMD_05-06 4.9 18.86 1.90E-05 0.99983 2.57E-03 0.99610
PMD_05-07 6.4 32.17 2.85E-05 0.99960 6.65E-03 0.99516
PMD_05-08 4.4 15.21 2.03E-05 0.99982 3.53E-03 0.99601
PMD_05-09 5.4 22.90 2.49E-05 0.99962 4.92E-03 0.99410
PMD_05-107 5.1 20.43 1.95E-05 0.99978 T T

PMD_10-01 10.4 84.95 5.96E-05 0.99977 1.91E-02 0.98911
PMD_10-02 11.6 105.68 7.45E-05 0.99979 2.70E-02 0.98924
PMD_10-03 11.9 111.22 6.69E-05 0.99978 2.38E-02 0.98974
PMD_10-04 11.8 109.36 7.43E-05 0.99972 2.86E-02 0.98917
PMD_10-05 11.7 107.51 6.86E-05 0.99975 2.70E-02 0.98348
PMD_10-06 11.4 102.07 7.06E-05 0.99982 2.91E-02 0.99096
PMD_10-07 10.9 93.31 6.16E-05 0.99985 2.10E-02 0.98811
PMD_10-08 11.4 102.07 6.54E-05 0.99972 2.25E-02 0.98796
PMD_10-09 10.9 93.31 6.82E-05 0.99974 2.45E-02 0.98929
PMD_10-10 10.9 93.31 6.34E-05 0.99992 2.19E-02 0.98994
PMD_15-01 14.8 172.03 7.37E-05 0.99984 3.35E-02 0.99307
PMD_15-02 14.9 174.37 8.23E-05 0.99997 3.90E-02 0.98968
PMD_15-03 13.7 147.41 7.98E-05 0.99999 3.54E-02 0.98926
PMD_15-04 13.6 145.27 7.57E-05 0.99999 3.41E-02 0.98999
PMD_15-05 13.7 147.41 7.79E-05 0.99999 3.47E-02 0.99017
PMD_15-06 14.4 162.86 7.85E-05 0.99993 3.88E-02 0.99054
PMD_15-07 14.5 165.13 8.47E-05 0.99995 4.15E-02 0.99040
PMD_15-08 16.6 216.42 9.40E-05 0.99977 5.22E-02 0.99122
PMD_15-09 14.7 169.72 8.84E-05 >0.99999 4.00E-02 0.98865
PMD_15-10 14.1 156.14 8.41E-05 0.99997 3.69E-02 0.98901

1 After diffusive measurements were obtained, the effusive measurement failed because of obstruction to the defect.
I The coefficient of determination for the least-squares fit associated with the calculation of the corresponding rate.

observed diffusion parameter. These effects most
likely reflect, in part, the tapered (or conical) cross-
sectional profile of the defect generated by the laser-
drilling process and the jagged, irregular edges (see
Figure 1). Not surprisingly, note that as the defect
size becomes smaller, these edge effects become more
prominent.
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A micro-hole in a metal disc is an idealized defect and
useful, as demostrated here, for assessing the ability of
laser headspace analysis to detect defects and the
sensitivity and reproducibility of the measurement
technique. The next part of the investigation exam-
ined the diffusion parameter, apy, for the second set
of positive controls, stoppered vials with a laser-
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Figure 4

Each data point represents the measured diffusion parameter for a different metal disc. The metal discs were
obtained with three nominal diameters, 5, 10, and 15 pum. The diffusion parameter, «,;, as determined by
measuring the headspace oxygen partial pressure, is plotted as a function of the idealized defect area A, as
calculated from the diameter measured by the manufacturer via an independent optical technique. The dotted
lines represent the theoretical diffusion parameter, «y,, for the labeled defect lengths, L, as calculated from eq 7.

drilled hole in their glass wall. Note that, in contrast
to the micro-holes drilled into a thin metal disc, the
defect geometry associated with laser-drilled holes
in glass is quite complex and, thereby, more closely
simulates real-world defects found in pharmaceuti-
cal packages.

As detailed in the Materials and Methods section, 15R
Schott clear Type 1 tubing glass vials were shipped to
three different companies (Lenox Laser, Potomac Pho-
tonics, and Oxford Lasers) to create laser-drilled holes
that would serve as positive controls (see Table I). The
measurements and analysis were conducted in a man-
ner similar to that described previously for the positive
controls sealed with the metal discs with a laser-
drilled micro-hole. Displayed in Figure 5 and Tables
V-VII, the results illustrate four important observa-
tions. First, noting the ordinate scale differences be-
tween the plots, the oxygen diffusion through the
laser-drilled defects, as depicted by the diffusion pa-
rameter, differs by almost 10-fold between the three
different manufacturers. Using the 5 pm nominal di-
ameter as an example, the mean diffusion parameter,
Qpyp, varied from 7.6 X 107> c¢cm?/s for Lenox, 2.0 X
107> em?®/s for Oxford, and 3.0 X 107° c¢cm?/s for
Potomac.

Vol. 71, No. 6, November-December 2017

Second, there are significant reproducibility issues
even for vials obtained from the same manufacturer.
This can be observed in both the spread of the mea-
sured diffusion parameters and the presence of vials
that did not exhibit significant oxygen ingress, sug-
gesting that the defect had become obstructed.

Third, as listed in Tables V—VII, the quality of the data
is quite good, with RSQs usually better than 0.999.
There were two Potomac vials (P10-09 and P15-09)
and one Oxford vial (0O05-07) that essentially failed as
positive controls because they did not exhibit any
significant change in their headspace oxygen content.
It is worth noting that both of these manufacturers
only check the nominal defect size on representative
samples, not on the actual samples that are provided to
the customer. Thus the failures observed for the Po-
tomac and Oxford vials may represent a problem with
either the laser-drilling process itself or an example of
the defect becoming obstructed by foreign debris post-
fabrication.

Fourth, the much greater variability observed in the
diffusion parameter for the glass laser-drilled defects,
as compared to results for the metal disc laser-drilled
defects displayed in Figure 4, is real and due to the
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A summary for the stoppered sample vials of their diffusion parameter, «y;, as a function of the idealized
defect area, A,. Positive controls with a laser-drilled hole in their glass wall are displayed from (A) Lenox, (B)
Oxford, and (C) Potomac. The defect diameter for the holes drilled by Lenox are determined via a calibrated
effusive flow rate. Because the defect diameters for the holes drilled by Oxford and Potomac are not measured,
the idealized area is based upon the nominal defect diameter. The results displayed in (D) are for negative
controls that did not have a laser-drilled hole, but were stoppered in the same manner.

much greater geometric variability of the glass laser-
drilled defects across samples and manufacturers. The
observed leak rate variability is not due to measure-
ment variability.

These reproducibility issues, both between manufac-
turers and within a set of vials that have a particular
nominal defect diameter from a single manufacturer,
are a reflection of the variable defect geometry inher-
ent to laser-drilled holes in glass (13). Indeed, using a
combination of X-ray microcomputer tomography and
scanning electron microscopy, images of a 5 wm nom-
inal defect generated by Lenox Laser with laser dril-
ling demonstrated that there was no through-hole pres-
ent with a 5 wm diameter (15). Instead, cross-sectional
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images revealed a star-pattern of cracks in the glass
wall with widths of about 1 pwm at the widest and
significant variations in defect length. This also im-
plies potential physical instabilities of the defect ge-
ometry that could be readily altered by temperature
changes or pressure gradients applied across it.

The complex defect geometry associated with laser
drilling into a glass wall is obviously difficult to
physically model. Furthermore, because the diffusion
flow model (see eqs 6 and 7) depends upon both the
defect area and depth, correlating the calibrated defect
size determined under effusive conditions with results
obtained under diffusive conditions becomes problem-
atic. This likely explains why the oxygen diffusion
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Summary of Parameters Associated with the Model Sample Vials Sealed with a Crimped Stopper-Cap

Assembly and Containing a Lenox Laser-Drilled Micro-Hole in the Glass Wall

Defect Diffusive Flow Effusive Flow
Measured Idealized Diffusion Effusion

Sample Diameter Area Parameter Parameter

Vial (pnm) (pm?) (cm’/s) RSQi (cm’/s) RSQi
L2-1 2.1 3.37 3.25E-05 0.99939 4.70E-04 0.99929
L2-2 2.2 3.91 6.78E-05 0.99762 9.54E-04 0.99905
L2-3 2.3 4.23 7.28E-05 0.99774 1.41E-03 0.99939
L2-4 2.0 3.24 5.85E-05 0.99964 6.63E-04 0.99771
L2-5 2.4 4.34 7.76E-05 0.99513 1.44E-03 0.99939
L5-1 5.2 21.16 7.49E-05 0.99847 2.84E-03 0.99972
L5-2 5.2 21.16 1.24E-04 0.99901 3.78E-03 0.99975
L5-3 5.6 24.37 3.38E-05 0.99905 4.82E-03 0.99988
L5-4 5.0 19.40 6.97E-05 0.99958 3.28E-03 0.99986
L10-1 9.3 68.22 1.28E-04 0.99940 9.48E-03 0.99986
L10-2 10.0 79.01 3.02E-04 0.99523 1.36E-02 0.99955
L10-3 9.4 69.84 1.57E-04 0.99871 1.18E-02 0.99984
L10-4 10.0 77.91 1.89E-04 0.99704 1.46E-02 0.99988
L15-1 14.9 173.20 1.62E-04 0.99895 3.32E-02 0.99846
L15-2 15.3 183.37 8.54E-05 0.99888 3.06E-02 0.99911
L15-3 13.7 147.41 3.75E-04 0.99822 2.71E-02 0.99981
L15-4 14.3 161.28 2.14E-04 0.99793 4.30E-02 0.99966
L15-5 15.7 192.61 1.88E-04 0.99883 3.98E-02 0.99952

I The coefficient of determination for the least-squares fit associated with the calculation of the corresponding rate.

parameters in Figure 5.A for the Lenox vials, obtained
under diffusive conditions, have such variability; Le-
nox Laser employs a calibrated flow rate acquired
under effusive conditions (flow occurring when a 1
atm pressure difference exits across the defect) to
determine an effective defect diameter. Both Oxford
and Potomac, in contrast, employ an optical technique
to measure the defect size, perhaps explaining why the
observed oxygen diffusion parameters for the Potomac
vials displayed a stronger correlation with the ideal-
ized area associated with the defect, as displayed in
Figure 5.C.

It is important to emphasize that the oxygen ingress
over time was exponential, as expected in diffusive
flow, and that the data thus provides a reproducible
diffusion parameter, oy, as a single parameter that
can be used to readily compare laser-drilled defects
from the different vendors and different defect geom-
etries. The issues related to the complexity of laser-
drilled defects in glass walls are a problem only if an
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attempt is made to correlate the glass defect geometry
(effective diameter and length) with the observed dif-
fusion parameter oy, or microbial ingress. Recall
again from Figure 5 that the observed gas ingress
parameters, measured under diffusive conditions, dif-
fer significantly between the three suppliers of the
laser-drilled defects. Because of their inherently com-
plex geometry that depends upon many processing
variables, laser-drilled glass defects should not be
used as universal standards to calibrate the diffusive
ingress or egress of gas from a package assembly.
However, they are a good option as positive controls
because they do provide a reasonable mimic of a type
of defect that could be potentially observed in a phar-
maceutical vial during package sealing or in-process
testing (3).

Effusive Flow-Through Defects

The results presented thus far examined diffusive in-
gress of oxygen through two types of defects into glass
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Summary of Parameters Associated with the Model Sample Vials Sealed with a Crimped Stopper-Cap
Assembly and Containing a Potomac Laser-Drilled Micro-Hole in the Glass Wall

Defect Diffusive Flow Effusive Flow
Nominal Idealized Diffusion Effusion
Sample Diameter Area Parameter Parameter
Vial (pm) (pm?) (cm?/s) RSQ# (cm?/s) RSQi#

P5-1 5.0 19.63 3.21E-06 0.99903 1.72E-03 0.99968
P5-2 5.0 19.63 3.17E-06 0.99941 1.78E-03 0.99934
P5-3 5.0 19.63 2.76E-06 0.99910 1.19E-03 0.99919
P5-4 5.0 19.63 2.99E-06 0.99929 1.52E-03 0.99947
P5-5 5.0 19.63 2.77E-06 0.99856 1.39E-03 0.99947
P5-6 5.0 19.63 3.02E-06 0.99909 1.63E-03 0.99967
P5-7 5.0 19.63 3.12E-06 0.99899 1.43E-03 0.99998
P5-8 5.0 19.63 3.23E-06 0.99906 1.59E-03 0.99999
P5-9 5.0 19.63 3.19E-06 0.99895 1.68E-03 0.99970
P5-10 5.0 19.63 2.89E-06 0.99946 1.32E-03 0.99991
P10-1 10.0 78.54 6.93E-06 0.99975 7.99E-03 0.99849
P10-2 10.0 78.54 6.01E-06 0.99971 6.03E-03 0.99968
P10-3 10.0 78.54 5.29E-06 0.99973 3.49E-03 0.99996
P10-4 10.0 78.54 6.16E-06 0.99986 5.81E-03 0.99998
P10-5 10.0 78.54 4.77E-06 0.99983 2.95E-03 0.99998
P10-6 10.0 78.54 5.73E-06 0.99971 4.57E-03 0.99981
P10-7 10.0 78.54 5.21E-06 0.99967 3.35E-03 0.99990
P10-8 10.0 78.54 4.84E-06 0.99973 3.65E-03 0.99946
P10-9t 10.0 78.54 T T 7.78E-03 0.99968
P10-10 10.0 78.54 4.96E-06 0.99969 3.40E-03 0.99993
P15-1 15.0 176.71 8.18E-06 0.99977 1.21E-02 0.99944
P15-2 15.0 176.71 8.54E-06 0.99970 9.66E-03 0.99942
P15-3 15.0 176.71 8.51E-06 0.99966 1.40E-02 0.99929
P15-4 15.0 176.71 7.38E-06 0.99951 8.54E-03 0.99951
P15-5 15.0 176.71 8.26E-06 0.99967 1.38E-02 0.99990
P15-6 15.0 176.71 8.63E-06 0.99947 1.35E-02 0.99977
P15-7 15.0 176.71 8.65E-06 0.99977 1.41E-02 0.99981
P15-8 15.0 176.71 6.95E-06 0.99954 4.00E-03 0.99951
P15-9% 15.0 176.71 T T 4.75E-03 0.99967
P15-10 15.0 176.71 8.93E-06 0.99985 1.49E-02 0.99951

T After effusive measurement was acquired, the subsequent diffusive measurement failed, suggesting that the defect

had become obstructed.

I The coefficient of determination for the least-squares fit associated with the calculation of the corresponding rate.

vials stoppered at 1 atm of nitrogen. The second half
of this work examined the gas ingress for the same
glass vials under effusive conditions. As described
above in the Theoretical Background, effusive flow
occurs when there is a total pressure difference across
the defect, as typically occurs with lyophilized prod-
uct. Using one of the sample vials sealed with a metal
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disc with a laser-drilled micro-hole of 10 wm, Figure
6 displays the change in total headspace pressure as
the headspace air effuses out of the vial (effusion
to the outside) and as the ambient air effuses back
into the sample vial (effusion to the inside). These
results illustrate two important features. First, the
effusive flow into a vial with a headspace vacuum
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Summary of Parameters Associated with the Model Sample Vials Sealed with a Crimped Stopper-Cap
Assembly and Containing an Oxford Laser-Drilled Micro-Hole in the Glass Wall

Defect Diffusive Flow Effusive Flow
Nominal Idealized Diffusion Effusion
Sample Diameter Area Parameter Parameter
Vial (pnm) (pm?) (cm’/s) RSQi (cm’/s) RSQi

05-1 5.0 19.63 5.77E-05 0.99952 2.03E-02 0.99735
05-2 5.0 19.63 1.39E-05 0.99881 2.30E-03 0.99869
05-3 5.0 19.63 7.31E-06 0.99970 2.44E-04 0.99989
05-4 5.0 19.63 2.15E-05 0.99633 6.60E-04 0.99965
05-5 5.0 19.63 2.04E-05 0.99730 1.49E-03 0.99996
05-6 5.0 19.63 1.86E-05 0.99851 5.44E-03 0.99820
O5-7% 5.0 19.63 T T T T
05-8 5.0 19.63 1.20E-05 0.99973 3.73E-04 0.99935
05-9 5.0 19.63 1.35E-05 0.99919 5.78E-04 0.99941
05-10 5.0 19.63 1.99E-05 0.99494 7.25E-03 0.99636
05-11 5.0 19.63 1.40E-05 0.99868 6.13E-04 0.99985

1 Effusive measurements failed, showing no oxygen ingress; subsequent diffusive measurements also failed to show

oxygen ingress.

I The Coefficient of Determination for the least-squares fit associated with the calculation of the corresponding rate.

(effusion to the inside) is different from the corre-
sponding effusive flow out of the vial headspace
generated by placing the vial package in a vacuum
(effusion to the outside).

To understand this behavioral difference, first con-
sider the effusion to the outside condition during
which the vacuum outside of the container is fixed
while the headspace pressure drops as the headspace
gas effuses out of the vial container. As the pressure
drops, the probability of a gas molecule randomly
hitting the defect hole becomes smaller and, hence,
the rate of
the gas egressing from the vial decreases. This can
be observed by inspection in Figure 6. In contrast,
the effusion to the inside models a sample vial that
has been sealed with a headspace at full or partial
vacuum. Because the pressure of the ambient air
that ingresses into the headspace through a defect
path does not change, the density of air flow pushing
through the defect hole does not change. Instead, as
the headspace pressure in the vial approaches that of
the surrounding environment outside the vial, the
rate at which a gas molecule inside the vial exits out
of the vial slowly increases, counteracting the gas
flow into the vial. Again displayed in Figure 6, this
results in a decrease of the overall rate as the headspace
pressure approaches the atmospheric conditions.

Vol. 71, No. 6, November-December 2017

The second important feature illustrated by Figure 6 is
that neither the effusion to the outside nor the effusion
to the inside conditions exhibit simple exponential
changes (see eq 11) in headspace total pressure with
respect to time. This is in contrast to the diffusive
behaviors discussed previously and is a direct re-
flection of the fact that both effusive behaviors take
place within a pressure regime that includes fluid
dynamic effects (with the exception of the regime of
headspace pressures less than ~100 torr for the
effusion to the outside condition) (see Theoretical
Background section).

Figure 7.A presents representative effusive data for
the three different nominal defect diameters of pos-
itive controls that were sealed with a metal disc. The
data were acquired as described in the Sample Prep-
aration—Effusion Experiments section of Materials
and Methods. Using the mathematical model pre-
sented in eq 15, least-square fits have been overlaid
on top of the data as solid lines. The effusion
parameter, o gy that is calculated from this type of fit
is presented in Figure 7.B as a function of the
idealized defect area, and included in Table IV for
each of the metal discs in all three different defect
diameters (5, 10, and 15 pm) that were originially
fabricated for the above diffusion study. Figure 7.C,
Figure 7.D, and Table V present the parallel data for
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A representative example of effusive flow for one of the sample vials sealed with a 50 pm thick metal disc with
a laser-drilled micro-hole of 10 pwm. The graph displays the change in total pressure as the headspace air is
removed by a vacuum pump attached to the 10 pm micro-hole (effusion to the outside) and as the ambient air
effuses back into the sample vial through the micro-hole after the vacuum pump is removed (effusion to the
inside). The solid lines represent exponential curve fits to illustrate that the change of total pressure during
both of the effusive conditions is not exponential with respect to time; the effusion to the outside data is fit to
A,.(exp[—B,,(t — t,,)]) and the effusion to the inside data is fit to A;,(1 — exp[—B,,(t — t;,)]), where A, B and ¢

represent the three fit parameters.

the samples with Lenox laser-drilled holes in their
glass walls.

Similar to Figure 4, the results presented in Figure
7.B and Figure 7.D clearly demonstrate that the
effusion parameter, oy is linearly dependent upon
the defect cross-sectional area; the least-squares fit
is displayed as a solid red line. In addition, the
theoretical relationship between the orifice leak size
and air leakage rate that is reported in Table 1 of
USP 39 <1207.1> Section 3.9 is displayed as a
solid black line; this correlation was provided by
Lenox Laser. The similarity of this theoretical cor-
relation presented in USP 39 <1207.1> with the
linear correlation observed in Figure 7.D for the
experimental data with the Lenox laser-drilled sam-
ples (solid red line) is not simply a fortuitous coin-
cidence. Note that the P, - agy product represents the
volumetric flow rate ® under the conditions in
which there is a P, = 1 atm pressure difference
across the container. This represents the conditions
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at which Lenox Laser, using a standardized flow
calibration apparatus, determines the flow effective
diameter of their laser-drilled defects. In other
words, these results demonstrate that the effusion
parameter, ag; provides a single parameter that
fully characterizes the time-dependent effusive flow
(see Figure 7.C) and can be directly related to the
relationship presented in USP 39 <1207.1>.

It should be emphasized that this relationship between
the orifice leak size and air leakage rate that is
reported in Table 1 of USP 39 <1207.1> Section
3.9 is theoretical and based upon mathematical
models and predictions done by Lenox Laser. The
inclusion of this relationship in USP 39 <1207.1>
was intended to serve as a means of categorizing
leak rates and, thereby, group leak test technologies
according to their leak detection capability (25).
The fact that the data points lie along the USP 39
<1207.1> line in Figure 7.D simply reflects that the
effusive leak rates, as determined by Lenox Laser
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(A) Representative examples of the effusive flow for one of the sample vials sealed with a 50 pwm thick metal disc
with a laser-drilled micro-hole with either a 5, 10, or 15 pwm nominal diameter. The solid lines represent the
least-squares fit to the data using the model presented in eq 15. (B) Each data point represents the calculated
effusion parameter, oy, for a different metal disc, as determined by least-squares fit as shown in (A). These results
are plotted as a function of the defect area that is calculated from the diameter measured by the manufacturer via
an independent optical technique. The solid red line is a least-squares linear fit to all of the data acquired for the
metal disc samples. The solid black line represents the theoretical correlation between the orifice leak size and air
leakage rate that is reported in Table I of USP 39 <1207.1> Section 3.9. (C) Representative examples of the effusive
flow for one of the stoppered vials with a Lenox laser-drilled hole in their glass wall with a 2, 5, 10, or 15 um nominal
diameter. The solid lines represent the least-squares fit to the data using the model presented in eq 15. (D) Each data
point represents the calculated effusion parameter, oy, for a different sample vial with a Lenox laser-drilled hole
in their glass wall, with the results presented in an identical manner as described for the data in (B).

and by laser-based headspace analysis, can be di- ting the effusive gas flow. As indicated above, this ef-

rectly correlated (in this case, by an effective orifice fective orifice leak size may be significantly different

leak size). from the actual defect geometry as measured optically
(13, 15).

It should also be emphasized that the orifice leak size is

a theoretical measure of the effective cross-sectional size It is also important to recognize that, according to the

along the entire length of all of the leak path(s) permit- Hagen-Poiseuille derived model presented in eq 15,
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The relationship between the measured ingress parameters observed under both diffusive and effusive
conditions as determined for each individual vial for the sample models (A) sealed with a metal disc with
a laser-drilled micro-hole of 5, 10, or 15 pm. Sample models sealed with a crimped stopper and with a
laser-drilled hole in the glass wall as produced by the (B) Potomac, (C) Lenox, and (D) Oxford

manufacturers.

the effusion parameter o should be dependent upon
the square of the cross-sectional area of the defect.
However, the experimental results for both the metal
disc and Lenox laser-drilled vial samples clearly dis-
play a strongly linear dependency. This relationship
was also observed with the Potomac laser-drilled vial
samples, though an exact correlation could not be done
because the exact defect size was not provided by the
manufacturer. (Because only one defect size was con-
sidered for the Oxford laser-drilled vial samples, there
is not enough information to evaluate this depen-
dency.) This discrepancy between the theory and the
experimental results is further discussed in the Dis-
cussion section.
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Finally, the ingress parameters, measured under both
diffusive and effusive conditions, for each of the four
model sample vial sets (one set sealed with the metal
disc and the three sets with laser-drilled holes in their
glass walls) are presented in Figure 8 and Tables
IV-VIIL. By inspection, there is a strong correlation
between the diffusion and effusion parameters mea-
sured for the micro-holes in the metal discs (Figure
8.A). Recalling again that the Potomac defects were
directly measured using an optical technique, this is
also true for the Potomac samples with laser-drilled
holes in the vial walls (Figure 8.B). However, the
Lenox version of these model samples does not show
such a correlation (Figure 8.C). Instead, the results
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indicate that though the effusion parameter for each of
the four nominal defect sizes of the Lenox samples are
distinguishable (Figure 7.D and along ordinate axis of
Figure 8.C), their corresponding diffusion parameters
are not (Figure 5.A and along abscissa axis of Figure
8.C). Again, as mentioned before, this is most likely
simply a result of the fact that Lenox Laser employs a
calibrated flow rate acquired under effusive (a 1 atm
pressure differential) conditions to determine an effec-
tive defect size. There is not enough data for the
Oxford version of the model samples to make any
strong conclusions other than to note that a lot of
variation was observed for the ingress parameter under
both diffusive and effusive conditions for defects that
all had the same 5 wm designation.

Discussion

The physics and boundary conditions that govern gas
leakage through defects are complex. A condition
during which packages are actively leaking can be
either temporary or permanent. The defect geometries
can vary dramatically, from complex glass fractures to
vial stopper breaches generated by extraneous fibers,
stopper pop-up, or elasticity failures caused by large
thermal changes. The headspace gas exchange through
a leak path can be driven by either effusive or diffu-
sive forces, or some combination of both. The effusive
flow starting from a full vacuum is initially kinetic,
then laminar, and then finally turbulent.

The proposal of using headspace analysis to detect a
leak in a pharmaceutical container presented herein is
based upon the viewpoint previously presented that
states that a breach to CCI is accompanied by a gas
exchange between the container headspace and the
surrounding environment. Therefore, if the surround-
ing gas environment is different from that of the
headspace, characterizing the headspace total pressure
and/or the partial pressures associated with the gas
constituents provides a rapid, deterministic, and non-
destructive means of evaluating CCI. This represents
the first of two primary goals of this work.

The second primary goal of this work was to validate
mathematical models that can accurately predict the
time-dependent headspace gas-exchange generated by
either diffusive or effusive conditions. Note that this
headspace gas exchange will be a function of (1) both
the total and partial pressure difference across the
defect for the gas species of interest and (2) the
geometry of the defect. Furthermore, because the pres-
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sure difference across the defect is changing in real-
world storage conditions, this headspace gas exchange
rate will also be a function of time.

The results displayed in Figure 3, Figure 7.A, and
Figure 7.C demonstrate that the mathematical models,
presented by eq 6 for diffusion and eq 15 for effusion,
accurately predict the time-dependent headspace gas
exchange rate for their respective pressure conditions.
The linear dependence of the diffusion parameter, o
on the idealized defect area, A,, that is observed in Figure
4 corroborates the diffusive physical model in eq 7,
based on Fick’s law, that is outlined in the Theoretical
Background section.

On the other hand, the linear dependence of the effu-
sion parameter, agy on the idealized defect area, A,
that is observed in Figure 7.B and Figure 7.D is
contrary to the predicted quadratic dependency in eq
16 that is derived from the Hagen-Poiseuille solution.
It is important to recognize that the Hagen-Poiseuille
solution assumes laminar flow. Laminar flow in a pipe
(e.g., a capillary) exists when its length is significantly
greater than its diameter; this is certainly not the case
for the defects in the metal discs and difficult to know
for the defects in the glass walls. Regardless, the
experimental results conclusively demonstrate that the
effusive ingress of gas does not represent Hagen-
Poiseuille flow.

However, the functional form of the model presented
in eq 15 fits the observed effusive ingress quite well,
with a RSQ that is typically better than 0.999 for the
Lenox vials (Table V) and about 0.99 for the metal
disc vials (Table IV). (It is worth noting that, because
the length of the defects in the glass walls are likely
longer than those drilled into the metal discs, the
defect geometry more closely resembles a capillary
[i.e., length much greater than the diameter of the
path] for the glass defects and, thus, more closely
matches the assumption inherent in the Hagen-Poi-
seuille solution.) This suggests that that the volumetric
flow of the effusive ingress (referring to eq 13) is, to
a first-order approximation, proportional to the square
of the pressure:

d 2 2
O = (P(@)-V) =Py = P@))

Though additional experimental work is being con-
ducted to further characterize the physical model and
the resulting proportionality, it is important to note
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that the functional form of eq 15 facilitates accurate
predictions about the time-dependent gas ingress as-
sociated with an idealized defect geometry under ef-
fusive pressure conditions.

There are a number of other important conclusions
that can be made based upon considering these results
together. First, caution must be used when character-
izing package defects by ingress/egress rates obtained
under effusive test conditions. Effusive flow is strongly
dependent upon the direction of the gas flow, the abso-
lute external pressure, and the pressure difference across
the defect. In other words, the effusive rates measured
under specific testing conditions will be valid for those
conditions but will likely not be the same as the effusive
rates measured under other conditions.

Furthermore, these results demonstrate that correlating
a diffusion rate with a corresponding effusion rate is
problematic. This result is not unexpected after rec-
ognizing that effusion leak rates depend primarily
upon the cross-sectional area of the defect and are
relatively insensitive to the defect length while diffu-
sion leak rates depend upon the area-to-length ratio of
the defect. For defects that are well constructed and
easily modeled (i.e., drilled holes in metal discs), a
straightfoward relationship can exist between diffu-
sion and effusion parameters measured for the same
defect (see Figure 8.A). For defects with more com-
plex (real-world) geometries that develop during nom-
inal production efforts, such a monotonic relationship
will not necessarily exist (see Figure 8.C). However,
the use of well-defined defect standards, such as the
laser-drilled metal discs used in the current study,
allowed for an objective characterization of the ability
of the headspace method to measure gas flow through
micron-sized defects. Studies using such metal disc
defect standards as positive controls can also serve as
the basis for CCI test method development and vali-
dation. This assumes that the test package materials
and geometry can accommodate such a standard and,
if product formulation is present, that any product-
defect interaction is representative of real-world con-
ditions.

Quite generally, characterizing CCI and/or sterility
with some generalized geometric aspect of the defect
is problematic. A likely breach in package integrity for
a glass vial container is a defect caused by an improper
seal between the vial and stopper. The primary seal of
a vial-stopper combination is the land seal that exists
at the horizontal, flat surface at the top of the glass vial
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(23). Though the plug of the stopper also plays a role
in sealing the vial, it is not intended to be the primary
sealing surface. Regardless, breaches at this sealing
surface will most likely be generated by defects with
relatively complex geometries that are difficult to ac-
curately model mathematically (26) and that may well
consist of multiple leak paths. Furthermore, the
change in the gas content of the package headspace
can be a combination of effusive and diffusive flow as
well as the omnipresent permeation through polymeric
components of the package; the complexity of this
process makes extracting a defect size parameter, even
for defects that are well constructed, rather difficult.
Finally, even under conditions at which diffusion is
dominant, the measured diffusion rate depends upon
the ratio of the cross-sectional area of the defect to
its length; A/L and real-world defects are rarely
represented by a cylindrical hole with well-known
dimensions.

Therefore, instead of attempting to characterize the
closure integrity of a container by a geometric aspect
associated with the defect(s), the container closure
system should be considered holistically by determin-
ing the MALL associated with the specific product.
The holistic approach recognizes that the MALL rep-
resents a parameter that is insensitive to the means via
which gas ingress can occur and yet still provides a
metric that enables the integrity of the pharmaceutical
product to be quantified.

For single-dose packages, USP <1207> Section 5
breaks down product-package quality requirements
into two major categories that are differentiated by
whether or not gas headspace content must be pre-
served (1). For the first category in which only sterility
and product formulation content must be preserved
(i.e., not gas headspace content), the MALL is defined
as the ingress rate associated with a 0.1 to 0.3 pm
nominally sized defect. As USP <1207> Section 5.1
notes, this defect size is linked to ”a MALL of less
than 6 X 10~ ° mbar-L/s (as measured by helium mass
spectrometry in the vacuum mode)” (1). In other
words, if the container closure system has a helium
leak rate that is less than 6 X 107 mbar-L/s, the risk
of microbial ingress can confidently be stated as being
so minimal that it is inconsequential.

The second category for single-dose packages repre-
sents situations in which the gas headspace content, as
well as the sterility and product formulation content,
must be preserved in order to maintain product stabil-
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ity and/or access. The MALL associated with such
products will likely be more stringent than the 6 X
10~% mbar-L/s helium leak rate defined for the first
category and may be defined in terms of a maximum
allowable headspace content (e.g., oxygen) or pressure
as a function of time (1).

With this concept of the MALL parameter kept in
mind, what the results herein demonstrate is that (1)
the oxygen content of the headspace of a package can
be quickly and precisely measured; (2) the ingress
rates associated with effusion and/or diffusion through
a micron-sized defect can be readily differentiated
from ingress rates associated with permeation through
the vial stopper (see Figure 5); and (3) the mathemat-
ical models can be employed to predict the gas ingress
as a function of either an ingress rate parameter (o,
or ayy) or an idealized defect area. With respect to the
second point, it is worth noting that the minimal gas
exchange associated with the inherent leak rate for a
given package assembly (e.g, permeation through the
vial stopper) should be such that it is less than the
MALL associated with the product-package assembly.

As a concrete example, consider a product with a
packaging system that creates a 1 mL headspace vol-
ume with pure nitrogen at 0.8 atm. If the product-
package assembly was required to only maintain ste-
rility, the MALL is represented by a 6 X 10°°
mbar-L/s helium leak rate. Using the effusive model
presented in eq 15 and assuming an equivalent leak
rate for air, this would suggest that in roughly 25 h the
headspace oxygen content would increase to 2% atm,
a level readily detectable in most containers via laser-
based headspace analysis. Note that if the product was
packaged under full vacuum, the headspace oxygen
content would increase to 2% atm in only 5 h.

Taken together, these results provide a framework for
the development of test methods designed to evaluate
CCI using laser headspace analysis. For every package
system, whether a vial/stopper, plunger/syringe, or
flame-sealed ampoule, a range of leakage rates will be
exhibited that reflect the package system’s inherent
integrity. Such leakage occurs between the mechani-
cally fitted and physicochemically bonded components
and via permeation through glass and polymeric com-
ponents. Negative controls, fabricated from the same
packaging components and with careful assembly, will
enable this inherent leak rate to be determined (see
Figure 5.D). If need be, flame-sealed containers can be
fabricated to distinguish this rate from a true zero.
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Leakages greater than the inherent ingress rate that
exceeds the MALL can occur if the package is poorly
assembled and/or there are component defects. If the
measured oxygen content is greater than what the
MALL permits, then such a defect exists and CCI has
been compromised.

It is important to note from an application perspective
that the measurement of the oxygen ingress does not
have to involve the many measurements that were
acquired for the data displayed in Figure 3; this is only
necessary if a well-defined rate is required. In practice,
after the packaging process has been well character-
ized and nominal packaging conditions have been
established, a measurement at one or two time points
can be used to determine whether CCI has been main-
tained. If the measured headspace oxygen content
exceeds the limit defined by the MALL at that time
point, then that sample vial failed. This failure could
be due to either (1) a packaging defect that breached
the package integrity by increasing its leakage
above its inherent leak rate (i.e., a CCI failure) or
(2) a package assembly/processing (e.g., vial head-
space purging) error. Differentiating between these
two failure modes could be done by obtaining an
initial oxygen measurement immediately after the
vial was sealed.

In other words, method development for a particular
pharmaceutical and packaging system would involve
measuring the headspace oxygen content, as a function
of time, for positive controls with known defects and
negative controls that are nominally sealed. These data
would establish the time interval required to observe
the oxygen content at which the product fails the CCI
test as defined by its MALL. Method validation would
then involve including sample vials that are both filled
with product and have known defects to establish that
the developed CCI test method can identify 100% of
both the true positives and true negatives measured
after the specified time interval.

Note that this method does not rely on measuring a
defect size or correlating a measured effusive leak rate
with CCI. This is in recognition that real-world con-
tainer defects will have highly variable, complex ge-
ometries and that the transfer of gas/liquid from the
container will be a convoluted mixture of effusive,
diffusive, and permeation processes. Instead, this
methodology is founded on the established concepts
that microbial ingress requires liquid flow and that
liquid flow can only occur if gas can also ingress
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through the defect. Therefore, by quantifying the
change in oxygen headspace content, irrespective of
its manner of ingress, the presence of a defect that
could allow microbial contamination can be deter-
mined with confidence.

Finally, it is prudent to recognize the potential of the
product interfering with the selected leak test method,
both initially after package assembly and over time.
Proteinaceous ingredients and even salts have the po-
tential to clog defect leak pathways, thereby inhibiting
leak detection by gas-flow methods. Additional com-
plications include the potential of the defect existing
below the liquid product level and product oxidation
masking the ingress of oxygen into the vial. These
scenarios are currently being examined with additional
studies.

Conclusions

In summary, the experimental results presented for
two different types of positive controls validated that
laser-based headspace analysis can robustly measure
leaks under both effusive and diffusive conditions. It
was demonstrated that the measured gas ingress, under
both diffusive and effusive conditions, is linearly cor-
related with the idealized area of a defect; however,
the correlation between the diffusive and effusive in-
gress for a particular defect depends upon geometric
details beyond just its cross-sectional area. In other
words, the measured leak rate for a package system
does not reveal anything about the defect geometry
other than it exists.

Finally, mathematical models, derived from gas and fluid
flow dynamics, were developed and validated. These
models facilitate making quick, accurate predictions
about the time-dependent effusive and diffusive ingress
rates associated with any combination of the cross-sec-
tional area and length of an idealized defect.

Taken together, these results demonstrate that the deter-
ministic method known as laser-based headspace analy-
sis can robustly evaluate CCI by providing sensitive,
accurate, and reproducible measurements of the gas con-
tent within glass vial/stopper package assemblies.
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